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Perceptrons

(linear classifiers)

Neuron Diagram

Y = voltage (above baseline)

X1 = 0 or 1 (depending on if pre-synaptic neuron I is active (spiking))

      = 0 or 1 if input feature I is true

Wi  = strength of synapse i

Y = E wi xi


       1 

z = [y z 0] where 0 is the threshold

Perceptrons Learning Problem

X(1),…x(d),…x(m)   (different input atoms)

D(1),…d(d),….d(m)   (desired output)

Find appropriate w, 0

Two ways of approaching this problem

1. Making an “online” algorithm

2. Making a “batch” algorithm

Perceptron Learning algorithm for “online” (P.L.A.)

Z = d = 1 

Z = 1, d = 0

fired but shouldnt

Z = 0, d = 1

didn’t fire by shoudl

Z = d = 0

X ->  (diagram)

Z = 1, d = 0  (raise wi for which xi is big)

Z = 0, d = 1  (raise w, for which xi is big)

Define e as error

---------

e = z – d          (actual output – decided output)

z = d =0   w( w – E e x 

(where E  = a small number and e = error)

Algorithm

Get x

Calc z = [w-x z 0]

Calc e = z – d

Set w <- w – E e x

Old Model
       ?


x.w > 0    (0 = theta)
^
    ^


x = 1/z     w = 0/w     (0 = theta)

^ ^  ?

x.w > 0

^ ^                                                              ?

x.w  = x – 0 (0 = theta)  = - 0(theta)+x.w  > 0 

         ?


=x.w > 0(theta)

Homogenius Coordinates 

(graph)

when e not= 0

choose E

properties 1. small as possible


     2. big enough so that

if e=-1  (w-E e x).X  > 0

e=1       (w-E e x ). X  < 0

e (w – E e x) . x < 0

