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CS 401 


Machine Learning

System “R”
History of System “R”: Firstly began as “S” in Bell Labs, which later evolved into “S+”. This language was cloned and improved to become “R”

Now called “R-project.org”


The first assignment for the class is to run “R” and to get familiar with its functions.

What is Machine Learning?

Machine Learning is a branch of Artificial Intelligence. If we look at Statistics as being the “true things” that you can say about some data and Computer Science is based on automatic information processing. Machine learning would be between these two areas as it automatically processes data to automatically make true conclusions.

The Successes of Machine Learning

Examples:

Credit card systems use point of sale devices when you make a credit card transaction. The back end system to this transaction uses “Machine Learning” to do decide if a transaction is suspect. These systems flag suspicious transactions for further analysis which can possibly save the banks large sums of money by picking up fraudulent transactions.
Netflix, the American DVD rental company uses machine learning for managing its stock. The system would monitor typical user rentals and try to predict what demand there will be for future movies. This system can minimise the amount of stock a company has on hand and available to its customers.

Machine Learning is also used in the analysis of Pap smear tests. This is a process where cells are taken, plated and analysed. In the past this was a tedious and time consuming task, but nowadays the entire system has been automated with different cell classifications. The Machine Learning system can take in a large dataset for analysis and the automated system now saves lives and money.
The Learning System takes in data and uses a machine learning algorithm to produce a computer program (similar to a compiler).
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If we assume the data is a bitmaps image of digits to labels. You can feed in the raw data consisting of bitmap digits and labels will return.
The “Computer Program” is normally stereotyped and usually there is a trade-off as the more data the better the end result will be.

· Dataset Size/Generalisation trade-off

· Generalisation is how well the system deals with new information.

· Bias/Variance tradeoff

· Restricting the range of things it can handle well i.e. reducing the dataset.
There are 3 Different Kinds of Machine Learning
1. Supervised Learning
2. Unsupervised Learning

3. Reinforcement Learning

1.  Supervised Learning
The input for supervised learning would be of the form {x1 ( y1, x2 ( y2, xn ( yn}

The goal of the algorithm (  M.L & algorithm is “True I/O Mapping”.

Another motivation for machine learning comes from Biology & Psychology

E.g. learning to see or read ( Monkeys can rollerblade too )

2.  Unsupervised Learning
Inputs for Unsupervised learning would be of the form { x1, x2, ….. xn}
The goal of unsupervised learning is to “Figure Out” what’s going on.

This method would analyse the structure of words. The same would apply for vision. E.g. The realisation that the images seen in each eye are related and need to be interpreted for recognising things in the 3-dimensional world.

There are limited industrial applications of unsupervised learning.

One example is that of a production line in a factory that consisted of electric motors. Preventative maintenance was applied through the monitoring of unusual sounds.

Another example is that of web based translational tools. These are hybrid applications of Supervised and Unsupervised learning. This is a 2 stage process; the 1st stage would have a lot of examples possibly one terabyte of English and one terabyte of Chinese. Included in this stage would be automated grammar structuring and probability structuring.
The 2nd stage would involve the mapping of one language onto another. This would also include word probabilities as one Chinese word could equate to 3 English words. The probability of the word being used in the context is assessed here.
3.  Reinforcement Learning
This is based on the principal of learning a policy. Mainly, the mapping of situations or sensory data to actions so as to maximise the ultimate reward.

The problem with this is that rewards come with delay so it is difficult to learn which actions cause reward. E.g. A chess game where a bad early move followed by good later moves would be hard to judge as a negative.

Example:

A group of expert backgammon players used reinforcement learning to design the best computer backgammon player.
Learn to walk reinforcement example – A robotic spider was designed with legs that could be modified and the result could be monitored as the robotic insect “learned” how to best use its damaged appendages
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X1    Є    R
Y1    Є    { 0, 1}    Binary ( Yes or No )

Bias Set =  { Functions such that f is denoted by output of M.L. Algorithm }
F(x) =


;f  > or = c


Than 1


Else 0

 
F(x) = [x> or = c]
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The Loss function depends on weight of positive/negative reward.
e.g Cancer patients should be tested if unsure rather than not testing.
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